UCLAS Project Appleseed
(supercomputing for the rest of us).
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Atom in a Box: A Dean Dauger Creation

Dean Dawger, a graduate student in
physics at UCLA, helped wiite the
softwane that tumed UCLA's cluster
of Power Macintosh G3 compauters
1 he's an

inte a supercomput
oid ha Macintash program
ming. Wil still ar ale,
he helped program Kai's Power

Tools, a sel of Mage procassing
and image generation flers for
Adobe Photoshop.

e has turned his

to educational
Atorn in a Box”
“winning shareware appl-

More recenthy,

available at waw
u/-dauger). Aton

Catho §
ucla.

provides real-tima visual
quantur machanical

SCreen :
in the image represent the shape

of the: orbital —the probaldit

| alomic orbitals

distribution of an ekectron bouwnd
1o a hydrogen nuckeus —while
providing @ flesdble user interface,

The progran doas more than just
visualize, howaver: it lets users
“interact”™ with hydrogen atom
orbitals. Users can cick and drag

Plasma phys:
serious number-crunching power,
and UCLAs Dr Viktor K. Decyk, an
expert in applying parallel compur-
ing to physics research, regulary
uses some of the country’s biggest
supercomputers 1o simulate the
imteractions of millions of particles
in fusion energy devices. But access
W supercomputer time is hard w
g1, 50 Dr. Decyk and a couple of
colleagues created their own parallel
prOCEsSing “supercomputer —
using a cluster of Power Macintash
G3 computers, some commercial
networking hardware, and some
software they designed themselves.

S requires some

“In the past, we always did our
numerically intensive computing on
large computers)” says Dr. Decvk.
“But suddenly, the Mac has become
much more powerful and useful fnr
y intensive compy
Power Macintosh computers are
high-performance machines, but
enabling them to run software
designed for the paralle] processing
architecture of a supercomputer
relied on some work done by
Dr. Deoyk; Dean Dauger, a
UCLA physics graduate
student; and Pieter Kokelaar,
2 UCLA programmer analyst.
The team developed
Project Appleseed, a way
to transform a Power
Macineosh cluster into
a cost-effective and
convenient paraliel
PrOCEssing system.

the visual representation 1o rotate
the ortetal, or raise and low
anargy state or angular momentum,
and see the effect atomi
cloud. (They can even see the
orbitals in 30: By selecting the 30
RedCyan mode from the View

Type menu and wsing a pair of 30

=

The keystone for Project Appleseed
is MacMFL, a Macintosh version of
the Message-Passing Interface (MPI)
libra il programe
for paralk] computing.
Iy pornt

applications, withy

frosm prarallel processing si

computers 1o M
L his expertise in
processing, D Decvk wr
MeacMP for the Mac 08
Absoft's Fortran 77
Dean Dauger suppli In| \|I|N an
Mac programming experience,
Pieter Kokelaar provided net-

working and hardware expertise 1o
put the cluster together. The result:
of eight Pn-m_r Macintosh

Ethernet hub, that kets Dr. Decyk
and his team run many caloulations

in-house, at their own ¢
on Posver Macintosh ||.'.Il.\\ are

lready use for data analysis

fast is the Power Max
ol that a f
r Power Maciniosh
ed with Ethernet
and the MacMP software) delivers
performance comparable to a Cray

cluster? The tean
node cluster (f

$11,000," says Dauger. “We believe
the Macintosh platform has 2

“This shows just how far personal

Strength in Numbers

glasses, users see the orbital image

1o float in three
space in front of the mes

dirnansional

vilor,)

Atom ina Bax, which Dauger
1 CAC4++ using Matrowerks'
Armor SO
eamed him the student prize in the

fiware, recently




computers have come in recent
years. For someone like me, who
ance usedd the Cray Y-MP, this is
quite shocking,

For a more contemporary com
so, the team Figures that its
configuration, an cight-node duster,
is comparable 1o eight nodes of a
Cray T3E, one of the fstest paralled
computers ever created, for the
problems UCLA is working on
(Of course, most superce
have far maore nodes, which e
up their power; the Cray TIE has
more than 500.)

What can you o with thar kind of
powers Well, if you're Dr. Decyk and
stulying plisma physics, you can

fel the wrjectodies of mi
charged particles, each inter:
with all the others through electro-

ns of

magnetic forces. He says that “the
largest calculation we can run on
our eight-Mae custer is 32,000,000
interacting panicles,” adding, with
classic understaternent, “This isa
very large calculation”

For Dauger, the Power Macintosh
architectune is the key 10 owstand-
ing parallel performance. “The
PowerPC line is among the most
balanced architectures, unlike

[ Alpha and Pentium,” he says.
“I mezan habanced in the sense that
its 1O and processing units are fast
enough and the cache is substantial
enough o keep up with each
other” He also likes the ease of
ation and setup of the Power
Macintesh network: “After connect-
ing your machines 102 switch or
Tub, toggle a few switches in the

Coemputers in Priysics” Ninth Annual
Softwane Contast=the sacond time
he's won the award. The program is
currently being used by chemistry

physics professors at

universities across the country,

MachPI, and run” Network

jom will be even easier with a

o1 of iMac computers, since
Fast Ethernet is alre
Dy
nance is the same as for an
Mac network—that is, virually
nothing, We doa't need a full-ime
systems administrator to maintin
a Power Macintosh network,”

comtinues, “And

The Power Macintosh cluster
e the supercom
Dt it offers more than adequate
processing power 1o run smaller

XX s and student problems,
with iremendous convenience,
alkowing Dr. Decyk and his research
tezm 1o get the most from the
supercomputing resources they

do need, “To get time on a super-

compiting facility” be says, “we
have to prepare a proposal. The
Pomwe i

SUPCTCOMPUELLT B0Ces

ides

Macinash cluster pec

for the
rest of us” Future plans for the
COMpULng cffom include enlarging
the cluster 1o 16 nodes using
333-megahenz Power Macimosh

G3 systems, for even greater
performance. Also at UCLA, the
Staristical Matheratics lab is turning
an iMac cluster into a parallel pro-
cessing dynamo for numerically
intensive calculations,

When the cluster isn't being used 1o
run miassive plasma physics simul-
tions, the lab's Power Macineosh
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computers are put 1o work in the
analysis, presentation, and
ssemination of research results—
agood part of the reason D
Decyk’s team has been using the
Mac platform for 2 long time. (In
fact, the team is using an iMac as 3
web server.) “Wie e trying to v
the computing neseniation on
the same computer,” he says, “This
asing our productivity. For
example, we recently discovered

BN

T useful the plee
Fersomal ng is

with our codlaborators, All we have

for working

tor dlo s copy graphics or text files
intor a shared folder, and a colleague
across the country can sec it with
Iy, 1am very

excited about how much more
procluctive we can be with the
Macintosh.” In creting a “dovit-
vourself” parallel processing
system, D Decyk and his team
are demonstrating that the pro-
ductivity potential of the Macintosh
is, well, unparalleled.

For more information on Project
Appi , inchuding the MacMPl
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Point of View

The Intemet,
Java, and Apple’s
Commitment to
Higher Education

Mo one today denies the importance of the
COMPULET 85 8 rsownce in highor education,
and no company has done mone 1o link the
worlds of academia and information technaology
than Apple Computer. Our deepest roots are
intertwined those of the academic com-
winity, and our position
dorm reoms 1o laboratones to the deskiops
i laptops) of professors and administralons — remains a stnong one,
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Higher education continues to fill two essential rolas: to lead the gu
tor new knowledge and 1o prepare today's vedoe
workers of the 215t century. But the strategies and tactics for fulfiling
als continue 1o evotve, driven partly by the unprecedented rates
of change and advances in technology,

studerits to be the ko

those

T Internat has altered nearly ewer nact of higher education. Once
the province primarity of scientists and researchers, the Intem-et and
e workiwide communities, new cpportu:
s in nearty every sphere, in higher

and sharne know
, and distibuted lear
and expertise,

administration and n aaement

¥ SBNICE, NeW ways 10 research, ESco
an of eflective

g the
is equally
y & key role in an Internet-

. dronment, Java's cross-platform, “write once,

run anywhene” capabiities mean that programming efforts can be more
easily lveraged, managed, and deployed in heterogeneous Macinosh,
PC, and UNIX network emironments. Java is transforming the Intamet

into a dynamic, real-time emironment for teaching and leaming, and is
enabiing the deployment of mission-critical enterprise applications.

In many, many ways, 1998 has proved 0 be a crucial year in Appe's
ongoing evolution —and a very successful year as well. We introduced
iMac, a renvolution ptured the attention of

ry new product that has o
users around the world and become one of the most successhul new
computer product lunches aver. W launched a ssgnificant new reléase
of the Mac OS, version 8.5, which offers even greater ease of use and
enhances the Intermet expenenca, Wa ane releasing a substantial new
varsion of Mac OS Runtime for Java (MRJ 2.1). And not coincidentally,
Apple Computer returned to proftabdity and growth and strengthened
ts financial and markat positions —which means we have the resources
1o develop greal technologies and products and to continue to serve
oOur customans affectivaty.

This year was also one in which wa rededicated Apple Computer (o

ther hagher education enterprise. This newsietten, Apoke Linhersily Ars,

5 just the first and most visible symbol of our dedication; it's designed
to offer you a perspective on what students, administratons, faculty, and
informnation Iecr'mhg'
colleges and unbw
nenw team of marketing professionals devoled to the highar aducation
rmarket —to sharpen our focus and te answer the unigue chalenges
and opporunities of the academic community. in th months anesad,
our commitment to higher education will be proved in the form of new

professionals are doing

rsities around the world. We've also assembled a

ersify Arts, and please bookmark the education section of the Apple
wel sife— www.apple.com/aducation— o léarm maong about what we'ng
doing in education, as weall as what the educational community is doing
with Apple products and senices.

S0 welcome to Apple Uriversity Arfs. On behalf of the higher education
team and Apples Computer, | thank you for your interest and confidence
in our company. We plan 10 keep eaming your st in the years ahead.

Director o her Education Marketing, Apphe Computer

F.5. We want to hear from youw. Lat us kndw how we ane doing —
Ko w you are doing with Appie
ityarts@apple.com,

and even mone importan

- Us at




